AN EFFICIENT TEXTURE CLASSIFICATION SYSTEM BASED ON GRAY LEVEL CO-OCCURRENCE MATRIX
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Abstract:
In this paper, a novel texture classification system based on Gray Level Co-occurrence Matrix (GLCM) is presented. The texture classification is achieved by extracting the spatial relationship of pixel in the GLCM. In the proposed method, GLCM is calculated from the original texture image and the differences calculated along the first non singleton dimension of the input texture image. Then the statistical features contrast, correlation, energy and homogeneity are calculated from both the GLCM. The extracted features are used as an input to the K Nearest Neighbor (K-NN) for classification. The performance of the proposed system is evaluated by using Brodatz database and compared with the methods PSWT, TSWT, the Gabor transform, and Linear Regression Model. Experimental results show that the proposed method produces more accurate classification rate of over 100%.

Index Terms: Texture Classification, K nearest neighbor, gray level co-occurrence matrix, Brodatz album.

1. INTRODUCTION
The most important task in image processing and pattern recognition is the classification of texture images. Over the years, extensive researches have been made for the classification of texture images. A novel texture classification method via patch-based sparse texton learning is presented in [1]. Specifically, the dictionary of textons is learned by applying Sparse Representation to image patches in the training dataset. The SR coefficients of the test images over the dictionary are used to construct the histograms for texture classification. A new approach to extract global image features for the purpose of texture classification using dominant neighborhood structure is proposed in [2]. Features obtained from the local binary patterns (LBPs) are then extracted in order to supply additional local texture features to the generated features from the dominant neighborhood structure.

Texture classification by modeling joint distributions of local patterns with Gaussian mixtures is proposed in [3]. Local texture neighborhoods are first filtered by a filter bank. Without further quantization, the joint probability density functions of the filter responses are then described parametrically by Gaussian mixture models (GMMs). The classification performance of several feature extraction and classification methods for exotic wood texture images are described in [4]. The Gray Level Co-occurrence Matrix, Local Binary Patterns, Wavelet, Ranklet, Granulometry, and Laws’ Masks will be used to extract features from the images.

Local Binary Pattern (LBP) algorithm is a typical texture analysis method combined with structural and statistical texture. Completed modeling of Local Binary Pattern (CLBP) is presented in [5], which is composed by the center gray level, sign components and magnitude components. A texture descriptor algorithm called invariant features of local textures (IFLT) is described in [6]. IFLT
generates scale, rotation and illumination invariant descriptors from a small neighborhood of pixels around a centre pixel or a texture patch. The texture classification using the fusion of decisions from different texture classifiers is described in [7]. The classifier that use for classify the extracted features is Support Vector Machines (SVMs). A novel modality invariant texture descriptor which is built by modifying the standard procedure for building LBP is described in [8].

The wavelet transform is an important multi-resolution analysis tool has already been commonly applied to texture analysis and classification. A novel, efficient, and effective Refined Histogram (RH) for modeling the wavelet sub-band detail coefficients and a new image signature based on the RH model for supervised texture classification is described in [9]. Texture classification using discrete cosine transform and approach for soft computing tool is described in [10]. As DCT works on gray level images, the color scheme of each image is transformed into gray levels. Then DCT is applied on the gray level images to obtain DCT coefficient. These DCT coefficient are use to train the neural network. Wavelet based image texture classification using local energy histograms are proposed in [11].

This paper is organized as follows. The brief review about GLCM and K-NN classifier are described in Section 2. The proposed texture classification algorithm is described in Section 3. Experimental results are presented in Section 4. Several traditional techniques and the proposed method are compared. Finally, the conclusion is summarized in Section 5.

2. METHODOLOGY

The proposed system for texture classification is built based on GLCM and by applying KNN as classifier. In this following section the theoretical background of all the approaches are introduced.

2.1 GLCM

Texture is one of the important characteristics used in identifying objects or regions of interest in an image. A statistical method of examining texture that considers the spatial relationship of pixels is the gray-level co-occurrence matrix (GLCM), also known as the gray-level spatial dependence matrix. The GLCM functions characterize the texture of an image by calculating how often pairs of pixel with specific values and in a specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from this matrix.

Gray level co occurrence matrix (GLCM) is the basis for the Haralick texture features. This matrix is square with dimension \( N_g \), where \( N_g \) is the number of gray levels in the image. Element \([i,j]\) of the matrix is generated by counting the number of times a pixel with value \( i \) is adjacent to a pixel with value \( j \) and then dividing the entire matrix by the total number of such comparisons made. Each entry is therefore considered to be the probability that a pixel with value \( i \) will be found adjacent to a pixel of value \( j \).

\[
G = \begin{pmatrix}
    p(1,1) & p(1,2) & \cdots & p(1,N_g) \\
    p(2,1) & p(2,2) & \cdots & p(2,N_g) \\
    \vdots & \vdots & \ddots & \vdots \\
    p(N_g,1) & p(N_g,2) & \cdots & p(N_g,N_g)
\end{pmatrix}
\]

(1)

2.2 K-NN Classifier

In pattern recognition, the k-nearest neighbor algorithm (K-NN) is a method for classifying objects based on closest training examples in the feature space. K-NN is a type of instance-based learning where the function is only approximated locally and all computation is deferred until classification. In K-NN, an object is classified by a majority vote of its neighbors, with the object being assigned to the class most common amongst its k nearest neighbors (k is a positive integer, typically small). If k = 1, then the object is simply assigned to the class of its nearest neighbor. The neighbors are taken from a set of objects for which the correct classification is known. This can be thought of as the training set for the algorithm, though no explicit training step is required.
3 PROPOSED METHOD

The proposed system mainly consists of two stages, which include the feature extraction stage and the classification stage. All the stages are explained in detail in the following sub sections.

3.1 Feature Extraction Stage

Feature extraction is a critical pre-processing step for pattern recognition and machine learning problems. In the proposed approach, the GLCM features derived from the original texture image combined with the same GLCM features derived from the difference image are used as features to classify the digital texture images. The Feature Extraction stage of the proposed texture classification system based on GLCM is shown in Fig 1.

![Feature extraction stage of the proposed texture classification method](image)

3.1.1 GLCM Feature extraction

The GLCM is normalized so that the sum of its elements is equal to 1. Each element \((i,j)\) in the normalized GLCM is the joint probability occurrence of pixel pairs with a defined spatial relationship having gray level values \(i\) and \(j\) in the image. Let us consider \(P\) is the normalized GLCM of the input texture image. Contrast is a measure of the intensity contrast between a pixel and its neighbor over the whole image and given by the equation (1) and the measure of how correlated a pixel is to its neighbor over the whole image is given by the equation (2).

\[
\text{contrast} = \sum_{i,j} |i-j|P(i,j)^2 \tag{1}
\]

\[
\text{correlation} = \sum_{i,j} (i-\mu_i)(j-\mu_j)P(i,j) \over \sigma_i \sigma_j \tag{2}
\]

The energy is the sum squared element in the normalized GLCM and given by the equation (3) and the homogeneity in equation (4) is a value that measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal.

\[
\text{Energy} = \sum_{i,j} p(i,j)^2 \tag{3}
\]

\[
\text{Homogeneity} = \sum_{i,j} p(i,j) \left| 1 + |i-j| \right| \tag{4}
\]

3.2 Classification Stage

In the classification phase, the two GLCM which is derived from the given unknown texture image and the differences calculated along the first non singleton dimension of the unknown texture image. The feature vector of the unknown texture image is obtained from both the GLCM. Then this vector is processed with the features in the database generated in the feature extraction stage. Textures were classified using a KNN classifier, in which the distance between the features and the corresponding features in the database was calculated using the Euclidean distance. The classification performance is measured as the percentage of test set images classified into the correct texture class. The classification algorithm is as follows.

Algorithm I: Classification Algorithm

[Input] unknown texture image and the feature database

[Output] the index of texture to which this unknown texture image is assigned
1) Calculate the GLCM (X) of the input unknown texture image
2) Calculate the spatial features of X by using eqn. (1) to (4).
3) Calculate the GLCM (Y) of difference image.
4) Calculate the spatial features of Y by using eqn. (1) to (4).
5) Fuse all the eight (8) features.
6) Apply KNN classifier and find the class of the unknown texture image by using the FEATURE DATABASE.

4 EXPERIMENTAL RESULTS

In this section, the performance of the texture classification algorithm based on the proposed method is verified. To evaluate the performance of the proposed system, many computer simulations and experiments with 40 Brodatz texture images are performed and all the texture images are shown in Fig 23. Every Brodatz texture image is of size 640x640 pixels with 256 gray levels. From each original image, 256 sample images of size 128x128 are extracted with an overlap of 32 pixels between vertical and horizontal direction. For each texture image, all the 256 images are separated into two set and 40 images are randomly selected as training set and the remaining 216 images as testing set. The performance of the proposed system is compared with Linear Regression Modal [12], TSWT [13], GLCM [14], GLCM with Wavelet [15], Gabor transform [16] and F16b [17]. Table 1 shows the Comparison of different texture classification method with the proposed method.

Table 1: Comparison of different texture classification method with the proposed method

<table>
<thead>
<tr>
<th>ID</th>
<th>Proposed method</th>
<th>Linear Regression Model</th>
<th>Wavelet and GLCM</th>
<th>TSWT</th>
<th>PSWT</th>
<th>Gabor and GLCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>D6</td>
<td>100</td>
<td>100</td>
<td>95.1</td>
<td>100</td>
<td>88.2</td>
<td>68.6</td>
</tr>
<tr>
<td>D11</td>
<td>100</td>
<td>97.5</td>
<td>68.3</td>
<td>85.4</td>
<td>55.8</td>
<td>39.1</td>
</tr>
<tr>
<td>D14</td>
<td>100</td>
<td>93.8</td>
<td>100</td>
<td>100</td>
<td>90.2</td>
<td>73.3</td>
</tr>
<tr>
<td>D16</td>
<td>100</td>
<td>98.8</td>
<td>95.1</td>
<td>100</td>
<td>95.3</td>
<td>74.8</td>
</tr>
<tr>
<td>D17</td>
<td>100</td>
<td>95.1</td>
<td>80.5</td>
<td>97.7</td>
<td>60.5</td>
<td>44.4</td>
</tr>
<tr>
<td>D20</td>
<td>100</td>
<td>98.8</td>
<td>95.1</td>
<td>100</td>
<td>98.2</td>
<td>88.8</td>
</tr>
<tr>
<td>D21</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.3</td>
<td>99.8</td>
</tr>
<tr>
<td>D26</td>
<td>100</td>
<td>98.8</td>
<td>97.6</td>
<td>100</td>
<td>92.1</td>
<td>68.9</td>
</tr>
<tr>
<td>D34</td>
<td>100</td>
<td>98.8</td>
<td>97.6</td>
<td>100</td>
<td>81.7</td>
<td>70.8</td>
</tr>
<tr>
<td>D46</td>
<td>100</td>
<td>98.8</td>
<td>100</td>
<td>100</td>
<td>97.0</td>
<td>90.3</td>
</tr>
<tr>
<td>D47</td>
<td>100</td>
<td>98.8</td>
<td>100</td>
<td>100</td>
<td>97.9</td>
<td>74.4</td>
</tr>
<tr>
<td>D51</td>
<td>100</td>
<td>96.3</td>
<td>100</td>
<td>100</td>
<td>92.2</td>
<td>69.2</td>
</tr>
<tr>
<td>D53</td>
<td>100</td>
<td>96.3</td>
<td>100</td>
<td>100</td>
<td>92.6</td>
<td>70.2</td>
</tr>
<tr>
<td>D55</td>
<td>100</td>
<td>97.5</td>
<td>78.0</td>
<td>100</td>
<td>83.7</td>
<td>57.2</td>
</tr>
<tr>
<td>D56</td>
<td>100</td>
<td>86.4</td>
<td>97.6</td>
<td>100</td>
<td>91.6</td>
<td>73.1</td>
</tr>
<tr>
<td>D57</td>
<td>100</td>
<td>98.8</td>
<td>51.2</td>
<td>87.8</td>
<td>75.7</td>
<td>60.7</td>
</tr>
</tbody>
</table>

Figure 2: Brodatz texture images used in the experiments

Table 2: Comparison of different texture classification method with the proposed method

<table>
<thead>
<tr>
<th>ID</th>
<th>Proposed method</th>
<th>Linear Regression Model</th>
<th>Wavelet and GLCM</th>
<th>TSWT</th>
<th>PSWT</th>
<th>Gabor and GLCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>D6</td>
<td>100</td>
<td>100</td>
<td>95.1</td>
<td>100</td>
<td>88.2</td>
<td>68.6</td>
</tr>
<tr>
<td>D11</td>
<td>100</td>
<td>97.5</td>
<td>68.3</td>
<td>85.4</td>
<td>55.8</td>
<td>39.1</td>
</tr>
<tr>
<td>D14</td>
<td>100</td>
<td>93.8</td>
<td>100</td>
<td>100</td>
<td>90.2</td>
<td>73.3</td>
</tr>
<tr>
<td>D16</td>
<td>100</td>
<td>98.8</td>
<td>95.1</td>
<td>100</td>
<td>95.3</td>
<td>74.8</td>
</tr>
<tr>
<td>D17</td>
<td>100</td>
<td>95.1</td>
<td>80.5</td>
<td>97.7</td>
<td>60.5</td>
<td>44.4</td>
</tr>
<tr>
<td>D20</td>
<td>100</td>
<td>98.8</td>
<td>95.1</td>
<td>100</td>
<td>98.2</td>
<td>88.8</td>
</tr>
<tr>
<td>D21</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.3</td>
<td>99.8</td>
</tr>
<tr>
<td>D26</td>
<td>100</td>
<td>98.8</td>
<td>97.6</td>
<td>100</td>
<td>92.1</td>
<td>68.9</td>
</tr>
<tr>
<td>D34</td>
<td>100</td>
<td>98.8</td>
<td>97.6</td>
<td>100</td>
<td>81.7</td>
<td>70.8</td>
</tr>
<tr>
<td>D46</td>
<td>100</td>
<td>98.8</td>
<td>100</td>
<td>100</td>
<td>97.0</td>
<td>90.3</td>
</tr>
<tr>
<td>D47</td>
<td>100</td>
<td>98.8</td>
<td>100</td>
<td>100</td>
<td>97.9</td>
<td>74.4</td>
</tr>
<tr>
<td>D51</td>
<td>100</td>
<td>96.3</td>
<td>100</td>
<td>100</td>
<td>92.2</td>
<td>69.2</td>
</tr>
<tr>
<td>D53</td>
<td>100</td>
<td>96.3</td>
<td>100</td>
<td>100</td>
<td>92.6</td>
<td>70.2</td>
</tr>
<tr>
<td>D55</td>
<td>100</td>
<td>97.5</td>
<td>78.0</td>
<td>100</td>
<td>83.7</td>
<td>57.2</td>
</tr>
<tr>
<td>D56</td>
<td>100</td>
<td>86.4</td>
<td>97.6</td>
<td>100</td>
<td>91.6</td>
<td>73.1</td>
</tr>
<tr>
<td>D57</td>
<td>100</td>
<td>98.8</td>
<td>51.2</td>
<td>87.8</td>
<td>75.7</td>
<td>60.7</td>
</tr>
</tbody>
</table>
5 CONCLUSION

In this paper, a new method for classification of texture images based on GLCM is presented. The proposed method considers the spatial relationship of pixels in the GLCM which gives better classification rate than the PSWT, TSWT, the Gabor transform, and Linear Regression Model. The statistical features contrast, correlation, energy and homogeneity are used as features in the proposed method and robust KNN classifier is used for texture classification. Our future work is to extend the proposed method to colour texture classification and texture segmentation.
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